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ABSTRACT
Now-a-days network speed and its reliability is the most popular issue for research field  a lot of methodologies have been introduced to enhance the connection speed in different architecture of network. These entire enhancement are based on routing protocols. Routing protocol can be defined as given definition:  Routing protocols are the set of rules used by the routers to communicate between source & destination. They do not move the information to source to destination only update the routing table(contains the information Each protocol has its own algorithm to choose the best path. In this manuscript is focus on enhancement on AODV protocols that have been introduced by many researchers on different basis as power consumption, energy and traffic aware, secure , reliability, mobility and density ,etc.
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I. INTRODUCTION
Routing protocols are the set of rules used by the routers to communicate between source & destination. they do not move the information to source to destination only update the routing table(contains the information Each protocol has its own algorithm to choose the best path. The metrics by routing protocols , *Number of network layer devices along with the path (hop count) *Bandwidth *Delay *Load *MTU *Cost Routing protocols store the result of these metrics in routing table[1-2].There are different situations in which different protocols are accepted as required and suits .these are-
Static routing protocols : Static routing ,when an administrator manually assigns the path from source to destination network. It provides more security to network. The main drawback of static routing is that when a link fail in the internetwork all the network goes down. This is feasible in small networks, but not in large networks.
Dynamic routing protocols: Dynamic routing is the process in which routing tables are automatically updates by routing table Dynamically discover & maintains routes. *Calculate routes *Distributing routing updates to other routers in the network .
In this manuscript is focus on enhancement on AODV protocols that have been introduced by many researchers on different basis as power consumption, energy and traffic aware, secure , reliability ,mobility and density ,etc.
Mobile Ad Hoc Networks
A mobile ad hoc network (MANET) is a continuously self-configuring, infrastructure-less network of mobile devices connected without wires. Each device in a MANET is free to move independently in any direction, and will therefore change its links to other devices frequently. Each must forward traffic unrelated to its own use, and therefore be a router. The primary challenge in building a MANET is equipping each device to continuously maintain the information required to properly route traffic.	
ROUTING
Routing is the process of selecting best paths in a network. In the past, the term routing also meant forwarding network traffic among networks. However, that latter function is better described as forwarding. Routing is performed for many kinds of networks, including the telephone network (circuit switching), electronic data networks (such as the Internet), and transportation networks.
APPLICATIONS OF MANET
	Personal area networking–cell phone, laptop, ear phone, wrist watch
	Military environments–soldiers, tanks, planes
	Civilian environments–taxi cab network,meeting rooms,sports stadiums,boats, small aircraft
	Emergency operations–search-and-rescue,policing and fire fighting

TYPES OF ROUTING PROTOCOLS
	 Proactive protocols
Table-driven (proactive) routing
This type of protocols maintains fresh lists of destinations and their routes by periodically distributing routing tables throughout the network. The main disadvantages of such algorithms are:
1.	Respective amount of data for maintenance.
2.	Slow reaction on restructuring and failures.
Examples of proactive algorithms are:
•	Optimized Link State Routing Protocol (OLSR) Optimized Link State Routing Protocol RFC 3626.
•	Babel RFC 6126
•	Destination Sequence Distance Vector (DSDV)

	Reactive protocols
On-demand (reactive) routing
This type of protocol finds a route on demand by flooding the network with Route Request packets. The main disadvantages of such algorithms are:
1.	High latency time in route finding.
2.	Excessive flooding can lead to network clogging.
Examples of on-demand algorithms are:
•	Ad hoc On-demand Distance Vector(AODV) (RFC 3561) 
•	Dynamic Source Routing (RFC 4728) 
•	Flow State in the Dynamic Source Routing
•	Power-Aware DSR-based
	Hybrid protocols
Hybrid (both proactive and reactive) routing
This type of protocol combines the advantages of proactive and reactive routing. The routing is initially established with some proactively prospected routes and then serves the demand from additionally activated nodes through reactive flooding. The choice of one or the other method requires predetermination for typical cases. The main disadvantages of such algorithms are:
1.	Advantage depends on number of other nodes activated.
2.	Reaction to traffic demand depends on gradient of traffic volume.
Examples of hybrid algorithms are:
•	ZRP (Zone Routing Protocol) ZRP uses IARP as pro-active and IERP as reactive component.
•	ZHLS (Zone-based Hierarchical Link State Routing Protocol)

Hierarchical routing protocols
With this type of protocol the choice of proactive and of reactive routing depends on the hierarchic level in which a node resides. The routing is initially established with some proactively prospected routes and then serves the demand from additionally activated nodes through reactive flooding on the lower levels. The choice for one or the other method requires proper attributation for respective levels. The main disadvantages of such algorithms are:
1.	Advantage depends on depth of nesting and addressing scheme.
2.	Reaction to traffic demand depends on meshing parameters.
Examples of hierarchical routing algorithms are:
•	CBRP (Cluster Based Routing Protocol) 
•	FSR (Fisheye State Routing protocol) 
•	ZHLS (Zone-based Hierarchical Link State Routing Protocol)

There are various implementations of AODV such as MAD-HOC, Kernel-AODV, AODV-UU, AODV-UCSB and AODV-UIUC. Which can we discuss in next section.			
II. LECTURE REVIEW-BASED ON AD HOC ON DEMAND DISTANCE VECTOR:
Ad hoc On-Demand Distance Vector (AODV) Routing is a routing protocol for mobile ad hoc networks (MANETs) and other wireless ad hoc networks. It was jointly developed on July 2003 in Nokia Research Center, University of California, S. Barbara and University of Cincinnati by C. Perkins, E. Belding-Royer and S. Das. 
 There are various implementations of AODV such as MAD-HOC, Kernel-AODV, AODV-UU, AODV-UCSB and AODV-UIUC.
Ad Hoc On-Demand Distance Vector Routing (AODV)
DSR includes source routes in packet headers
Resulting large headers can sometimes degrade performance
particularly when data contents of a packet are small
AODV attempts to improve on DSR by maintaining routing tables at the nodes, so that data packets do not have to contain routes
AODV retains the desirable feature of DSR that routes are maintained only between nodes which need to communicate
Route Requests (RREQ) are forwarded in a manner similar to DSR
When a node re-broadcasts a Route Request, it sets up a reverse path pointing towards the source
AODV assumes symmetric (bi-directional) links
When the intended destination receives a Route Request, it replies by sending a Route Reply (RREP)
Route Reply travels along the reverse path set-up when Route Request is forwarded
Route Requests in AODV
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Reverse Path Setup in AODV
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Forward Path Setup in AODV
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Route Request and Route Reply
Route Request (RREQ) includes the last known sequence number for the destination
An intermediate node may also send a Route Reply (RREP) provided that it knows a more recent path than the one previously known to sender
Intermediate nodes that forward the RREP, also record the next hop to destination
A routing table entry maintaining a reverse path is purged after a timeout interval
A routing table entry maintaining a forward path is purged if not used for a active_route_timeout interval

Link Failure
A neighbor of node X is considered active for a routing table entry if the neighbor sent a packet within active_route_timeout interval which was forwarded using that entry
Neighboring nodes periodically exchange hello message
When the next hop link in a routing table entry breaks, all active neighbors are informed
Link failures are propagated by means of Route Error (RERR) messages, which also update destination sequence numbers 
Route Error
When node X is unable to forward packet P (from node S to node D) on link (X,Y), it generates a RERR message
Node X increments the destination sequence number for D cached at node X
The incremented sequence number N is included in the RERR
When node S receives the RERR, it initiates a new route discovery for D using destination sequence number at least as large as N 
When node D receives the route request with destination sequence number N, node D will set its sequence number to N, unless it is already larger than N



Working of AODV Protocol:
 AODV protocol allows mobile nodes to quickly obtain routes for new destinations, and it does not require nodes to maintain routes to destinations that are not in active communication. Also, AODV routing permits mobile nodes to respond link breakages and changes in network topology in a timely manner. The main objectives of the protocol is quickly and dynamically adapt to changes of conditions on the network links, for example, due to mobility of nodes the AODV protocol works as a pure on-demand route acquisition system. Control messages used in AODV are:
 • Route Request Message (RREQ)
• Route Reply Message (RREP) 
• Route Error Message (RERR) 
• Route Reply Acknowledgment (RREP-ACK) Message 
• HELLO Messages
[image: ]

Route discovery:  When a source node desires to send a message to some destination node, and doesn’t have a valid route to the destination, it initiates a path discovery process to locate the other node. It broadcasts a route request (RREQ) control packet to its neighbours, which then forward the request to their neighbours, and so on, either the destination or an intermediate node with a new   route to the destination is located. The AODV protocol utilizes destination sequence numbers to ensure that all routes contain the most recent route information. Each node maintains its own sequence number. During the forwarding process the RREQ intermediate nodes record the address of the neighbour from which the first copy of the broadcast packet is received in their route tables, thereby establishing a reverse path. Once the RREQ reaches the destination or an intermediate node with a fresh enough route, the destination or the intermediate node responds by unicasting a route reply (RREP) control packet back to the neighbour from which first received the RREQ .  
 Route Maintenance:  A route discovered between a source node and destination node is maintained as long as needed by the source node. The destination node or some intermediate node moves, the node upstream of the break initiates Route Error (RERR) message to the affected active upstream neighbors/nodes. Consequently, these nodes propagate the RERR to their predecessor nodes. This process continues until the source node is reached. When RERR is received by the source node, it can either stop sending the data or reinitiate the route discovery mechanism by sending a new RREQ message if the route is still required.  
(A) Enhanced packet delivery ratio and minimized end to end delay:
PROPOSED METHODOLOGY:    In this section new methodology is described to show the difference between the E-AODV and the AODV routing protocols during transmission with the following simple topology. There are four nodes in this network, and the initial topology is a grid and the method shown in Table-1. According to the scenario, at the beginning of the transmission of nodes, the two pairs are not interference with each other. At 10s, Node 2 moves towards the direction of Node 0 with a speed of 10 m/s. The distance between Node 0 and Node 2 becomes smaller and smaller, and at time 15 s, these two nodes begin to be in each others carrier sensing range, which means that these two nodes begin to share the same channel. The maximum bandwidth of the channel is around 3.64 Mbps. In AODV, where there is no QoS requirement, when Node 2 is in the interference range of Node 0, traffics are kept on and some packets are lost during the transmission, whereas, in E-AODV, the QoS is ensured. When the promised data rate cannot be satisfied any more, traffic of Node 2 is stopped at once. From this case, we could see that the E-AODV achieved the function of ensuring the QoS not only at the route discovery stage, but also during the transmission. Once the QoS is not satisfied, the traffic is stopped .
For comparing various routing protocols using UDP transport layer protocol,  two performance metrics Average End to End delay and Packet Delivery Ratio  are  used   to evaluate the performance of the AODV and the E-AODV routing protocols.  
Data Rate:   In this set of simulations, a group of data rates ranging from 50 kbps to 1800 kbps is applied. The mobility scenario is with a pause time of 30 seconds and the maximum node speed is 10 m/s. Three parameters defined above are calculated. The results are shown in the following figures (figure. 1 and figure.2).  
Packet Delivery Ratio:   From figure.1 we see that, either we use the E-AODV routing protocol or the AODV routing protocol, the packet delivery ratio decreases with the increase of the data rate of traffic flows. 
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 Average end to end delay:  From figure.2, it can be seen that AODV routing protocol performs better than E-AODV routing protocol when data rate is low (below 600 kbps). The E-AODV routing protocol got higher average end to end delay at the low data rate than the AODV because intermediate nodes are not allowed to perform local route repairs in case of link failures with the E-AODV routing protocol, thus, there is higher route recovery latency which results in higher end-to-end delay compared with the AODV routing protocol at low data rate.        Another reason could be that, with the E-AODV routing protocol, the number of transmitted routing packets is larger than the number of routing packets transmitted in the AODV routing protocol. In the E-AODV routing protocol, routing packets including Hello messages which have higher priority always transmitted firstly and data packets are queued nodes. With the AODV routing protocol, when the traffic is low in the network, no matter which route the traffic flow chose, the route chosen can provide enough data rate at most of the time. As a result, the end to end delay with the AODV routing protocol is not high and can be lower than the E-AODV routing protocol at low data rate. If we can take more time for simulation for each data rate comparatively accurate results can be found. For these above reasons, end to end delay in E-AODV is higher than the AODVat low data rate. The average end to end delay of the E-AODV is always below 240ms ,whereas, the end to end delay of the AODV increases badly when the data rate of each traffic flow increases from 600 kbps to 1200 kbps. It shows that networks with the E-AODV routing protocol can provide lower end to end delay for traffic flows than the AODV since the E-AODV always choose to find a route with satisfying data rate. During the transmission, the QoS of the traffic is monitored in the E-AODV routing protocol. Once the QoS is not satisfied as it promised, the traffic stopped. All in all, with the E-AODV routing protocol, the average end to end delay is low even the load on the network increases to very high which is not true for the AODV routing protocol. This performance is very significant for real time traffic transmissions.
Maximum Node Moving Speed:    In the following simulations, the data rate is fixed at 1200 kbps. The maximum node moving speed is increased to see the behaviors of the AODV and the E-AODV in a fairly high mobility mode. Maximum node moving speed is changing in the range 1 m/s to 20 m/s. The results are shown in terms of average end to end delay, packet delivery ratio and normalized routing load shown in figure:3 and figure:4. 6.2.1 Packet Delivery Ratio        In figure. 3 with low max moving speed the packet delivery ratio in E-AODV is higher than the AODV but with the increase of mobility speed the performance is lower than AODV. When the maximum moving speed is up to 20 m/s, almost half of the packets are dropped


Average end to end delay:   As shown in figure:4, with the increase of the maximum moving speed, the average end to end delay does not increase much in E-AODV as compared with the AODV routing protocol, it means that, this protocol is quite suitable for scenarios with different moving speeds. In comparison, with the AODV routing protocol, the end to end delay varies a lot with the increase of the maximum moving speed. It can be obviously seen that, the end to end delay in EAODV is always much lower than the one in the AODV routing protocol. The low end to end delay of packets ensures the on time transmissions required by real time traffic transmissions. To sum up, the E-AODV routing protocol does decrease end to end delay significantly when the data rate of traffic flows is high.
(B)An Energy and Traffic Aware Routing :
An Energy and Traffic Aware Routing approach as an extension of AODV. The study of literature, inspire us to develop a route selection mechanism which optimized energy and traffic of the node. We consider the following modification for designing our Algorithm. 
Control message: A reserved congestion field and an energy field of node is inserted in the RREQ or RREP. Whenever a node receives RREQ, it appends current energy value in the reserved field and congestion field.
 Route table of node: Two new fields are added in the routing table entry for each node which stores remaining energy and congestion factor. The modified RREQ or RREP message value can be extracted from the route table entry.
 Route selection process: When a destination receives route request it will extract the information of CF and PF from the RREQ. The destination will now calculate Length(Li ) and congestion factor of the path of each RREQ received by it on the basis of equation 1and 2 respectively. Now destination will finally select the most energy efficient and less congestion route by the route selection function given in equation 5.
 For a particular source to destination node there exist i routes. The Route Selection Function has three parameters: Length, Traffic Load, and Remaining Energy. 
PSEUDO-CODE FOR PROPOSED ALGORITHM:
A node wants to transmit data packet: If
(path to destination is found in route table and it has not expired) 
Go to L4: 
Else
 // Find the path 
L1: Broadcast RREQ to neighbor nodes whose 
available energy ≥ 30% with modifications 
valid RREQ are received by nodes. 
If RREQ receiving node is the destination. 
If RREP has been sent It is duplicate RREQ, reject it. 
Else 
If it is the first RREQ from the source 
Setup the timer for t duration 
Endif 
Do the corresponding entry in seen table. 
Endif Else node is intermediate one 
Do the corresponding entry in seen table.
 Jump to L1 
Endif
 At destination node: If time interval t passes Calculate best path on the basis of Route Selection Function. Send RREP L2: Wait for new valid RREQ until t times out.
At source node: 
If Source receive RREPs within timeout interval
 Source updates its routing table with selected path
 L4: Source transmits data through the selected path 
Else
 Send RREQ again or logout.
 Endif










CONCLUSION AND FUTURE WORK
we proposed a modified algorithm based on AODV. In this algorithm we have modified the route selection procedure, the destination node unicast the route reply to the path, having less congestion and maximum energy. ETR-AODV protocol with enhanced route discovery mechanism which takes into account the energy and congestion factor to select the most efficient route. Thus, rather than using the traditional metrics such as delay or hop count, we believe the node‟s energy and traffic load to be taken in to account as routing metric in a integrated way which can give the better performance in MANET. ETR-AODV attempts to find more suitable routes to the destination by choosing the paths with a maximum residual battery and minimum traffic load. This protocol may extend network lifetime, route availability and increase the packet delivery ratio. Simulation of ETR-AODV is our future work.



(C) Mobility and Density Aware Routing:
we proposed a method to improve the performance of AODV by reducing overhead by adopting a route message propagation mechanism. According to the new scheme, a node will be selected to forward a routing request message if and only if a condition based on its mobility (speed) and number of neighbors is satisfied. If the routing request is allowed to propagate through a node then there will be at least a possible path which includes that node in its path list. So, at the end of the route resolving process, the destination will have a possible path through that node. If the routing request is disallowed to propagate through a node then there will not be a possible path which includes that node in its path list. So, at the end of the route resolving process, the destination will not have a possible path through that node. We implemented the idea on network simulator (ns2) and measured the improvement in performance. Mobility and node density are the two major factors which has much influence on the performance of any routing protocol of mobile adhoc network. Several previous works highlighted this fact. In this study, we will improve the performance of AODV by adding mobility and density aware behaviors in route resolving process[1-5].
The proposed MADA-AODV: The following sub sections explain the design and implementation of MAD-ADODV extension. The basic design: A node will be selected to forward a routing request message if and only if a condition based on its mobility (speed) and number of neighbors is satisfied. If the routing request is allowed to propagate through a node then there will be at least a possible path which includes that node in its path list. So, at the end of the route resolving process, the destination will have a possible path through that node. If the routing request is disallowed to propagate through a node then there will not be a possible path which includes that node in its path list. So, at the end of the route resolving process, the destination will not have a possible path through that node.
The MADA-AODV extension: The node A starts a route resolve process for finding a path to the node B: Any intermediate node Node X receiving the routing request message will do the following: 
• Calculate the present speed Sx of the node by using its present and previous location 
• The node X will resolve the number of neighbors Nx 
• If Nx< Mt then Forward the packet Else Do not Forward the packet End `End Where: Nx = Neighbors of node X Tn = Minimum number of neighbors-if a node has neighbors less than this value then it will just forward the packer without future condition check Mf = Mobility factor Mt = Mobility threshold-A value which will decide the maximum speed of the node which will be allowed to forward the packet Sx = Speed of the node X Se = The maximum expected speed of a node
Finally the node A will have a route through X if and only if that node X was allowed to forward the routing request message based on the previous condition. So, as a net effect, the nodes which are moving very fast at that moment will be eliminated from the path. So the established paths of MADA-AODV will be stable than that of the paths resolved by normal AODV.
Metrics considered for evaluation: Throughput: The throughput metric measures how well the network can constantly provide data to the sink. Throughput is the number of packet arriving at the sink per ms/second.
Mac load: The ratio of the number of MAC layer messages propagated by every node in the network and the number of data packets successfully delivered to all destination nodes. In other words, the MC load means the average number of MAC messages generated to each data packet successfully delivered to the destination. 
Dropped packets: The Number of Nodes in the Network vs Agent level Total Dropped Packet is considered as the metric to analyze the performance.
The simulation results: The Fig. 1: graph shows throughput provided by the four different protocols with mobility and different node densities. As shown in the graph, the proposed MAD-AODV performed well in terms of throughput. Next to it, DSR performed good. DSDV is the poor performer in terms of throughput[3-5].

The Fig. 2: graph shows total dropped packet by the four different protocols with mobility and different node densities. As shown in the graph, the proposed MAD-AODV performed good and dropped less packets than the conventional AODV.
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 The Fig. 3 graph shows MAC load of the four different protocols with mobility and different node densities. As shown in the graph, MAD-AODV performed very good and caused less MAC load than the normal AODV.
[image: Description: p5]

We have evaluated three commonly used adhoc routing protocols DSDV, DSR and AODV along with the proposed MADA-AODV protocol with different mobility and node density. If we carefully examine the graphs presented in previous section it is obvious that MADA-AODV is providing better performance than the normal AODV. And in most cases it outperformed all other compared protocols. So future study may investigate the possibilities for further improving the routing mechanism of the proposed MADA-AODV. Presently, the core part of MADA-AODV algorithm will only consider the speed and neighbor density of the nodes during making decisions. Future study may address other possibilities like adding node velocity and relative location with respect to the sender and receiver as additional parameters during making decisions. There are endless possibilities to extend MADA-AODV to make it as a suitable candidate algorithm for mobile adhoc network. Future study may explore and address these possibilities.
The A-SAODV Secure Routing Prototype

The adaptive reply decision strategy n is a way to optimize SAODV performance. In order to evaluate its effect in different scenarios with many nodes, we ran simulation tests using ns-2 Network Simulator. If routes are very short, the “uncollaborative” strategy appears to be the best one, because the gain given by intermediate nodes replies is not worth the cost. On the other hand, we found that the adaptive strategy is useful when routes are quite long, because in this case routing performance benefits from replies by intermediate nodes. First, we considered a square scenario of 200 × 200 m with 50 nodes and a 50 m connectivity radius. Nodes move following a random waypoint model with no pause time, and establish 50 random connections. Such a scenario does not show significant deviations between different strategies (with a slight prevalence of the uncollaborative one), because routes are very short (between 2 and 3 hops on the average). In order to obtain longer routes and test the protocol under more critical conditions, we moved to a rectangular scenario of 1500 × 50 m, with 100 nodes that establish 100 random connections. Indeed, the average length of established routes in this scenario results in between 4 and 5.5 hops, depending on signing time and adopted collaboration strategy. Considering this rectangular scenario, figure 2 shows the number of successfully established connections and the first data packet delay (this one normalized with respect to route length), for different signing times, in the case of the three different strategies: uncollaborative (never use double signature in RREQs, intermediate nodes never reply), collaborative (always use double signature in RREQs, intermediate nodes always reply if they have information), and adaptive. In this situation, the adaptive variant behaves generally better than the other two, successfully establishing a higher number of routes. Longer routes have a higher probability of not being successfully established, and this can bias results about the delay of the first data packet. If a variant fails more than another one in establishing long routes, it will establish fewer connections but these connections will correspond to shorter routes, thus having a shorter delay for the first data packet. Since we can measure the delay only on successfully established connections, such a variant would appear to have better performance, but this would be a misleading result. This is the reason why we normalize first data packet delay with respect to route length. With this clarification, we can see that in our scenario the adaptive variant behaves better than the other two, having a shorter delay. Finally, other parameters, such as the number of generated routing packets, do not show significant differences between the three considered strategies.
In, Guerrero Zapata proposes another optimization to improve SAODV performance: the delayed verification. With this optimization, intermediate nodes forward routing messages before verifying their signature. In order to avoid obvious attacks (i.e., accepting fake information), routing information is stored as unverified, and is not used before verification. Nevertheless, this strategy allows intermediate nodes to verify signatures in parallel, since routing messages are not blocked at each hop waiting for signature verification. Moreover, intermediate nodes can delay signature verification until that information is needed, and do not verify it at all if it expires without having been needed. This can be quite common with RREQ messages: since they are sent in broadcast many nodes will receive them, but only a fraction of nodes will happen to be on an active route path towards the source node. Our simulation results show that delayed verification improves SAODV performance. Figure 3 shows first data packet delay (normalized with respect to route length) for regular SAODV (normal) and for SAODV with delayed verification, for the same rectangular scenario we described before. Other scenarios (e.g., square) give similar results
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Delayed verification is currently not implemented in ASAODV prototype, also because of a potential problem that in our opinion deserves further investigation. Fundamental security guarantees given by SAODV, i.e. authenticity and integrity of routing information, are not affected by delayed verification, because unverified information is not used for routing. Nevertheless, with delayed verification a malicious node sending RREQs with fake signatures will be able to flood the network, whereas with normal verification neighbouring nodes would recognize the fake signature and would not forward the message. Therefore, delayed verification could open the possibility for more effective (and therefore dangerous) denial of service attacks. It can be argued that, if routing information contained in fake RREQs is not going to be used, with delayed verification fake signatures are not going to be verified, thus not causing much harm (or even causing less harm). However, the attacker can also send fake RREPs or fake data packets with proper source and destination IP addresses in order to trigger signature verifications, at least by neighbouring nodes. An analysis and simulation of this kind of attacks should be performed, in order to test the impact of delayed verification if the network is under attack.
CONCLUSIONS
A-SAODV, a prototype implementation of the SAODV routing protocol. SAODV adds security to AODV, but includes cryptographic operations that can have a significant impact on performance. We discussed the adaptive reply decision, an experimental feature we added to our implementation in order to improve SAODV performance. Other possible improvements could be added, e.g. the delayed verification (which seems to have a positive impact on performance), but further investigation is needed. In particular, situations with both “good” and “bad” nodes should be considered in simulation tests, in order to evaluate the behaviour of SAODV and of the proposed optimizations under attack (e.g., denial of service attempt).
(D)MECB-AODV: A Modified Energy Constrained Based Protocol 
PROPOSED ROUTING PROTOCOL
When a source node wants to reach a destination node, it starts the route discovery process and broadcasts the route request packets (RREQ), as in AODV. But when an intermediate node receives this request, there is an additional step that it has to do before sending the packet: it must compare its remaining energy with a certain threshold. If it finds that its energy level exceeds the threshold value, it rebroadcasts the request to all its neighbors. In the other case, the node concludes that its remaining energy is not enough anymore to route the others’ packets. Therefore, the node rejects the RREQ packets and ignores the request.      As soon as the destination receives the first RREQ packet, it transmits a RREP towards the source. The treatment of these RREP packets by the source is identical to that of AODV.     But we have modified this scenario by using the concept of remaining maximum energy of nodes. When a source node wants to communicate with destination then in route discovery process the route request packet will be sent to that node which has maximum remaining energy so that the path found will have that maximum energy and can survive for a longer time.   
ALGORITHM
Here we can describe the algorithm based on Energy Constrained Based Routing protocols. In this we proposed an algorithm which is based on maximum remaining energy of node. The algorithm explained as below;   
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We will compare our modified model with existing AODV model and show that our model will gives better result in terms of network lifetime, energy consumption as well as signaling overhead will be shown via simulation but we will show with example that our model has longer network lifetime. Example: Here we show that the example of our model in which we choose the next hop which have maximum remaining energy.
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Steps of Route request: Following steps explained the route request in MECB-AODV;
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Route reply step: following steps explained the route reply in MECB-AODV;
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Paper will compare our modified model with existing AODV model and show that our model will gives better result in terms of network lifetime, energy consumption as well as signaling overhead will be shown via simulation but we will show with example that our model has longer network lifetime. Example: Here we show that the example of our model in which we choose the next hop which have maximum remaining energy.
Here We provides an overview of MANETs and discusses how energy is one of the most important constraints for these types of networks. The objective of the proposed work is to develop an energy efficient AODV routing algorithm in a way which allows researchers to choose the most appropriate routing algorithm. We have also simulated our work by using network simulator and result shows that our proposed model always performs better than AODV. We can also extend this work proposing more efficient methods as well as can be implemented this work on sensor network. As a global conclusion we could also state that current energy constrained protocols may need some tuning to minimize the power cost of network interface. As we saw, the cost of energy consumption in sending packets can be significant to the cost of being idle, but application and transport level considerations can make the idle cost the dominant cost. Several protocols that put down a mobile receiver idle without need wastes power.
(E)Priority and Power Efficiency in Mobile Ad hoc WiMAX Network:
In this section, we present an overview of our proposed new variant protocol, we called it AODVPP. Actually in this research; we improve our proposed protocol by including priority issues. Our aim is to design an algorithm that has a capability to determine battery of intermediate node along with the priority of the application. Our proposed protocol, AODV-PP, has main objectives for selecting a node with energy as a parameter. Every mobile node has an initiated amount of energy. In order to increase the lifespan of the node, it is desirable to take into account the remaining energy. Therefore, it is significant to select a node with a high remaining energy. The algorithm route discovery process in AODV-PP in WiMAX is as follows: 
1) Find the energy level of the route and update regularly.
 2) Calculate the average route energy and the battery power of lowest charge node.
 3) Check the priority of applications.
 4) Select the high average energy route for data transmission.
we have implemented the AODV-PP in WiMAX environment. We evaluate the performance of AODV-PP routing protocol. Also we did the comparative study of AODV-PP along with the standard AODV routing protocol for WIMAX environment. Furthermore, since the nodes are battery operated they need to be energy conserving so that battery life is maximized. Based on the simulations we can conclude that using power awareness to find routes is very beneficial because the difference in battery consumption between various nodes is reduced. This typically means longer network life and longer time to node failure. We are also giving priority to the data packets for better and fast communication. Our study shows that this intelligent protocol reducing power consumption of a mobile node significantly.
(F)Enhanced Communication Range and Reliability Using AODV-OSPF Protocol
Here The modification of  the OSPF-MDR routing protocol for mobile ADHOC network. OSPFMDR routing protocol is extension of mobile ADHOC routing protocol for the improvement of communication range of node. In mobile ADHOC network multi-hope commutation loss of data rate is very high. For the increasing range of signal strength and reliable communication Proposed optimal routing protocol for MANET using MDR. The MDR process increases the range of adjunct of OSPF routing. According to survey of OSPF implementation of MANET network on data accumulate by their researchers, OSPF-MDR has been challenged as a suitable routing protocol for MANETs. OSPF-MDR is the MANET extension of OSPF. It is based on the selection of a subset of MANET routers consisting of MANET designated routers (MDRs) and Backup MDRs that form a connected dominating set (CDS). The CDS is used to reduce flooding overhead, as only the MDRs and Backup MDRs flood new link state advertisements (LSAs) out the receiving interface to their neighbors. In addition, adjacencies are formed only between MDRs and a subset of their neighbors which provides proper scaling in large scale networks. Fast convergence to topology changes has emerged as a critical requirement for today’s routing infrastructures. However, limiting the processing/bandwidth overhead of the routing protocol continues to be as important as before. OSPF, being a distributed protocol, requires timely execution of certain operations, e.g., generation and processing of hello packets, by the participating routers. This process might be causing the alleged lack of convergence of OSPF. AODV routing protocol is enhanced by MDR technique. In MDR technique basically three sections are added in basic AODV routing protocol. There are three new elements introduced to improve the existing AODV in recvReply() function namely are 1) the rrep_table to store incoming RREP packet, 2) mali_list to keep the optimal path and 3) the rt_upd, parameter to control the routing table update. In this fashion MDR technique of improved AODV routing protocol for diversity range of communication. An outlier is process from that process we find the boundary side node in ADHOC network under certain condition. The outlier detection algorithm is Unsupervised learning approach is employed to this model. The rate of unsupervised learning is a new description or demonstration of the inspection data, which will then lead to improved potential responses or decisions. Outlier methods do not need the prior knowledge of inner node and outer node communication in ADHOC network, but instead detect changes in behavior or unusual communication. These methods model a baseline distribution that represents normal behavior and then detect observations that show greatest loss of packet from the normal. Outliers are a basic form of non-standard examination that can be used for outer node detection. In supervised methods, models are trained to discriminate between outer node and non-outer node behavior so that new observations can be predefined to class. Supervised methods require accurate identification of outer node communication in ADHOC network and can only be used to detect outer node of a type that have before occur. An improvement of using unsupervised methods over supervised methods is that beforehand undiscovered types of outer node may be detected. Supervised methods are only trained to tell apart between legitimate communications and previously known outer node. In the process of MDR with outlier is perform as , the outer node form range of communication treat as abnormal and stop the control message transmission and create spate class of all these node and spread information to all neighbor node for updating routing table. This algorithm consists of two sections: the outlier class and the outer node class. And the entire node of ADHOC network treats as normal node.
Algorithm description
ALGRITHM: MDR _OD INPUT: RECV (), distance d, number of node k, number of outlier node m 
OUTPUT: m outliers, outer node node MN
METHOD:
 BEGIN MDR _OD (RECV (),d,k);
 When (RECV=0) MN (m);
 END
 1) Outlier class 
PROCEDURE MDR _OD (RECV (),d,k);
 BEGIN
 (1) FOR each node with distance d=0; 
(2) IF the destination node d=∞ 
Found all (MN) 
(3) FOR all node= 0 III normal class DO
 (4)N .addclass( m);
 (5) ENDIF
 (6) Remove normal node N form outer node MN from current class
 (7) outerslist MN(d=∞);
 END 
 2). Outer node class 
 PROCEDURE MN(m) 
 BEGIN 
 (1) Perform a RECV() and MAIL LIST FROM MN GROUP;
 (2) Return M node with minimal class (MN)
  END

III.CONCLUSION AND FUTURE WORK:
Without infrastructure and node mobility in ad hoc network is a great challenge in reliability concern. For reliability concern various method are proposed for node signal strength in mobile ad hoc network. The MDR scheme of leader agent and member surveillance greatly reduces the relative calculating overheads and communication costs. Generally speaking, when leader agent node and surveillance nodes can ensure the reliability, the communication result is reliable. The dissertation proposes a novel scheme for outer outlier node detection in mobile ad hoc network. Our proposed method uses unsupervised learning technique for MDR formation. Our proposed method also removes the node ambiguity in outer range node. And minimize a packet dropping in mobile ad hoc network. Our proposed mechanism has overcome some of the limitations like it has the required some extra computational time for the process of MDR allocation in terms of normal and abnormal. It also introduces little bit computational overhead during route advertisement and path establishment. proposed state of the art on reliable MANETs against packet dropping of outer node. The outer scheme as well as prevention, detection and reaction mechanism we have explored. We categorized them into three categories according to their goals and their specific strategies. We concluded the proposed schemes based upon certain assumptions and their specific characteristics. These works assume that a node tries always to maximize its benefit by choosing whether to cooperation the network or not. However those works are based on assumption that the majority of the nodes are inner which not a usual case in MANET is. We can extend this existing approach for maximum number of nodes in a wireless environment through the use of more secure channel and functionality of using buffer system. 
In future the current AODV-MDR performance can be improved with the help of other techniques. In future enhancement we can improve this performance by using rough set theory approach.
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Fig. 1: Packet delivery ratio with different data rates
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Figure 2(a): Route Request in MECB-AODV
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Figure 2(b): Route Reply in MECB-AODV




